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Abstract
Digitalization of processes in the public sector is a challenging endeavor for citizens: too long or ambiguous
forms and unfamiliar terms make it challenging to participate in these processes. What is needed are methods
to guide citizens with IT systems through processes in the public sector in a user-centric way. Within this
paper, we investigate how to develop web systems that provide citizen-centered guidance in several dimensions:
explanatory content, guided navigation, contextual process support, and form completion. Our solution integrates
generative AI and model-driven engineering methods to develop web applications for the public sector. This has
not only advantages for citizens, but we can also enhance the system maintenance of such systems with these
methods. We present the main processes of how to realize such integrated approaches, provide some examples
from practice, and discuss open challenges for the approaches.
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1. Introduction and Motivational Statement

Processes in the public sector are are often complex: Citizens frequently encounter unfamiliar terms and
have to complete complex forms, making it hard to participate in these processes without guidance [1].
In addition to the complexity of the forms, citizens’ limited abilities or their general reluctance to
complete bureaucratic forms are present further barriers to participation [2]. Specific challenges include
too long forms, they ask for redundant information, or they appear overly invasive and ambiguous.
While the digitalization of governmental processes is intended to enhance the quality of service for
citizens [3], this goal is not always achieved in practice. In many cases the processes are optimized
for one particular institution or organizational unit [4] without adequately considering the citizen’s
perspective. As a result, the digital transformation fails fo significantly improve user experience or
reduce the interaction complexity from the citizen’s point of view.

Within this work, we aim to develop web systems for the public sector that provide citizen-centered
process support, explanation, and navigation. We can state the following research questions:

RQ1: How can generative AI techniques, particularly Large Language Models, be integrated with
model-driven engineering methods to provide user-centric guidance for citizens navigating complex
public sector processes?

We propose an engineering approach for the creation of web-based systems that go beyond merely
presenting forms to be completed by citizens. These systems are designed to offer integrated support
through explanatory content, guided navigation, and contextual process support. This way, we can
improve the accessibility and usability of administrative processes for citizens, particularly for those
who face barriers due to complexity, unfamiliarity, or cognitive load. Our approach applies Generative
Artificial Intelligence (genAI) techniques andModel-driven Engineering (MDE) methods in an integrated
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way. This allows to use the deterministic generative power of MDE approaches and its fast development
cycles to react to changes in combination with dynamically generating natural language explanations,
reformulation of complex terms, and adaptation of content presentation to user needs.

A key design principle of our approach is that the AI components act from the perspective of the
citizen rather than reflecting only the structure or logic of administrative procedures. This means
that the behavior of the system should not be solely determined or constrained by the administration;
instead, it should reflect the informational and procedural needs of diverse user groups. In line with
this, our approach allows for the tailoring of content and interactions to accommodate various user
characteristics, i.e., different levels of knowledge, simplified language, technology-aversity, and low
levels of digital iteracy. The second research question is defined as:

RQ2: What are the technical and organizational challenges and limitations of developing and deploy-
ing AI- and MDE-based systems for public administration, and how can these be mitigated?

Our paper is structured the following: The next section provides relevant background information,
while section 3 presents some important requirements important for developing web-based services
supporting public processes. section 4 presents the toolchains for creating AI assistants, providing
intelligent explanations and form completion as well as system maintenance support for developers.
section 5 discusses some challenges when realizing these approaches and the last section concludes.

2. Background and Related work

To put our approach into context, we explain relevant foundations of genAI, MDE, and their combination
as well as give some examples of the application of AI in the public sector.

2.1. Generative Artificial Intelligence

Generative Artificial Intelligence refers to AI technologies capable of producing content such as text,
images, or code based on patterns learned from large datasets [5]. Modern genAI systems, often based
on transformer architectures like Large Language Models (LLMs) [6], have demonstrated remarkable
proficiency in understanding and generating human-like language. These models can perform a variety
of tasks, including summarization, translation, question answering, and even software-related tasks
such as code synthesis [7, 8]. GenAI systems are typically pre-trained on massive corpora and can
be adapted to specific tasks or domains via fine-tuning or prompt engineering. Their interaction
style—natural language prompts and responses—lowers the barrier for non-experts to engage with
complex systems. As such, genAI enables new forms of human-computer interaction, particularly in
areas where traditional rule-based systems fall short. However, due to their probabilistic nature and
dependence on training data, they also introduce challenges regarding reliability, transparency, and
domain adaptation. Understanding both their potential and limitations is essential for safely integrating
them into structured engineering environments.

2.2. Model-Driven Engineering

MDE is a software engineering approach that emphasizes the use of high-level models as central artifacts
throughout the development process [9, 10]. Instead of writing low-level code directly, developers
create abstract models that describe the structure, behavior, and rules of a system. These models are
then transformed into executable software using code generators.

A concrete example of MDE is MontiGem [11, 12], a framework developed at RWTH Aachen Uni-
versity. MontiGem allows developers to model domain-specific information systems by combining
domain models specified as UML class diagrams [4], user interface models [13], and access control
rules. From these models, MontiGem automatically generates large parts of a web-based information



Figure 1: AI-Based Model-Driven Engineering: The conversational capabilities of an LLM can be used to
transform Natural Language Input from a user (1) in combination with examples of the targeted modeling
language (2) into a a running Model (3) that corresponds to the users description, and can be checked and
validated (4).

system—including the backend, frontend, and even role-based access mechanisms—enabling rapid de-
velopment and consistency across the application [14]. MontiGem is used to generate web applications,
e.g., in research for representing processes extracted from event logs [15], or in practice to create the
MaCoCo application [4], a software for handling public and third-party funding, their controlling, and
staff management at university chairs that is in use since 2018.

Another example of MDE applied in public administration is the low-code development platform
A12 [16, 17]: It realizes web applications using a client-server architecture. Besides several other
application areas, it is used to create the tax forms in Germany together with a domain-specific language
to define tax law [18, 19].

2.3. AI-based Model-driven Software Engineering

The integration of Artificial Intelligence, particularly generative AI, with Model-Driven Engineering [20]
offers new capabilities for automating software development [21]. GenAI can be used to create models
conforming to specific modeling languages - such as domain-specific languages for data structures or
business processes—based [22, 23] on textual requirements or legacy code. These AI-generated models
act as high-level abstractions, which can then be processed by model-driven toolchains to generate
executable code, documentation, or test cases. This approach reduces manual modeling effort [24]
and bridges the gap between informal requirements and formal model specifications. In addition, AI
techniques can support model refinement, validation, and consistency checking across model layers.

2.4. AI in the Public Sector

Inspired by successful applications of Artificial Intelligence in the private sector, government agencies
have begun exploring AI technologies in fields such as health, taxation, and education. However, further
research is needed to fully realize the potential of AI in the public sector and to address pressing societal
challenges. Androutsopoulou et al. [25] present an innovative approach in an ICT platform architecture
that utilizes chatbots to improve government-to-citizen communications. There is a high potential for
AI chatbots to enhance efficency of procedures in the public sector [26]. Especially in the context of
digitalization [27], AI is seen as an accelerator and enabler [28].

3. Requirements for Application in the Public Sector

We highlight some of the requirements we were mainly considering when creating our solutions for
developing web-based applications for the public sector. Please note that this list is only an excerpt and
that it does not include the main function requirements coming from individual application cases.



Domain Knowledge Integration

Public sector processes are highly heterogeneous and can differ significantly between departments.
Consequently, it is not feasible to rely on a generically trained large language model to support
department-specific administrative workflows. Therefore, the proposed approach must incorporate a
mechanism for integrating process-specific knowledge. Additionally, it must ensure that this tailored
knowledge is not overridden or diluted by the generic, pretrained knowledge of the LLM, which may
deviate from the requirements of the specific department.

Natural Language Support

In many cases, public sector processes are already documented in some form. An assistive approach
should be capable of presenting this domain knowledge in a personalized and easily understandable
manner. Furthermore, an interactive service can support follow-up questions and tailor responses
to the specific needs of individual citizens. This is particularly beneficial for overcoming language
barriers or for providing explanations at varying levels of detail, depending on the user’s background
and preferences.

Validation an Error Prevention

It is well documented that LLMs are prone to producing incorrect or fabricated information, commonly
referred to as hallucinations [5, 29]. Therefore, the approach must include a mechanism to validate
AI-generated content and detect potential errors. Since hallucinations cannot yet be reliably prevented,
the system should be designed with the possibility of erroneous output in mind. Users or administrative
staff should be informed about this limitation and involved in a verification step to ensure the accuracy
of the provided information.

Modularity and Maintainability

Assisting citizens in navigating bureaucratic processes presents several challenges. Effective guidance
is likely to require adaptation to the specifics of each individual process. To support this flexibility, a
modular and agent-based approach is preferable over a monolithic architecture. Such a design enables
the specialization of LLM interactions for distinct tasks, promoting more targeted and context-aware
assistance.

Legal and Ethical Compliance

To be applicable in the public sector, any AI-based approach must adhere to relevant legal frameworks,
including the EU AI Act [30] and data protection regulations. In addition to legal compliance, ethical
considerations must be addressed. An AI system may interact with a diverse range of citizens, yet it
is typically trained on largely opaque datasets that may contain biases and stereotypes. As a result,
there is a risk that the system could generate guidance that disadvantages minority groups or suggests
inappropriate actions. Therefore, the proposed approach should include an evaluation component
specifically designed to identify and mitigate such biases in the AI’s behavior.

4. Realizing web applications for public processes using genAI and
MDE

Our approach is integrating LLM-based agents andMDEmethodologies to develop intelligent web-based
systems specifically tailored for public administration (see Figure 2). The proposed system functions as
an advanced navigator and form assistant, streamlining interactions between citizens and administrative
bodies.



Figure 2: Expert feeds system with documentation, user can access documentation and formalization through
AI-assistant.

An expert provides and maintains documentation about the processes within the specific administra-
tive body. A collection of AI agents is used to process the different formats of the provided data. Once
set up, a user can interact with an assistant who has access to that documentation. The assistant helps
to guide the user through the correct processes and to the needed forms. In addition, the assistant can
help users to fill out the given form or, under a user’s supervision, fill out the forms.

4.1. Intelligent Explanation and Process Guidance

Complex administrative procedures frequently utilize domain-specific language, complicating inter-
actions for users unfamiliar with such terminology. Our system addresses these challenges through
intelligent explanation mechanisms:

• Domain-Specific Explanations: The system leverages domain-specific knowledge, such as
data from a Wiki, to automatically generate clear contextual explanations of procedural steps.
We have developed this approach for a financial management system in the public domain [4].

• Simplified Language Translation: AI-driven Natural Language Processing can translate com-
plex administrative jargon into simplified language, enhancing accessibility for different user
groups [31].

• Personalized Guidance: LLM-based agents dynamically analyze user interactions to identify
required information and offer targeted assistance for completing administrative processes.

Figure 3b presents an LLM-based AI assistant for users of an Information System [4]. A RAG based
approach was used, to enrich an generic AI chat interface with platform specific knowledge. Additional
guard railing keeps the conversational topic of the chatbot within help subjects and documentation
of the targeted platform. Although online documentation offers a more reliable alternative than the
chatbot, users seem to prefer the semantic search capabilities and natural language features that enable
personalized explanations. Users preferred direct user support (e.g. via mail or telephone) over the chat
bot in complex questions. This makes the assistant a good option to save resources of the support team
by using it for common well documented questions and issues.

4.2. AI-Supported Form Completion Assistance

Administrative forms can be tedious and error-prone when filling them in. AI-enhanced mechanisms
aim to simplify this by:

• Automatic Form Filling: Utilizing informally provided user information or integrated databases,
the system autonomously pre-populates form fields.



(a) The user handbook (MaCoCo-Wiki) is initially embedded
into an vector database and is from then on available for a
RAG approach.

(b) Screenshot of the assistant feature in Ma-
CoCo (v.2.16.0): Assistant aids in trou-
bleshooting time sheets in the application.

Figure 3: Inclusion of an AI-assistant in order to aid users with complex processes within an application.

• Field-specific Assistance and Clarifications: Integrated AI agents can aid with context-
sensitive explanations and audio-based assistance for individual form fields.

• Verification and Validation: User-submitted data undergoes preliminary verification, with
final validation carried out by administrative authorities to ensure accuracy.

4.3. AI and MDE-Based Framework for System Maintenance

Public administrative processes evolve regularly due to regulatory or procedural changes. To speed
up the development process and enable the authorities to react more quickly and independently to
new requirements and legal changes, e.g., using the A12 platform [32, 33] has proven to be a successful
MDE approach to generate public software - using it together with a domain-specific language to define
tax law made it possible to put the form for tax relief due to COVID-19 (tax relief due to the effects
of the coronavirus) online for certain federal states in Germany within a few days [18]. To manage
the dynamism even better, our framework suggests the integration of AI-driven approaches and MDE
principles.

• Extensible Data Management: The framework features a modular knowledge base that sup-
ports efficient integration, updating, and removal of administrative knowledge from diverse data
formats (e.g., Wiki, Markdown, PDF, Video).

• Multi-Agent Architecture: Specialized agents within the framework handle tasks such as
semantic processing, knowledge extraction, and data integration, ensuring robust management
across multiple data formats and communication protocols.

• Model Driven Engineering: Leveraging MDE approaches, the system facilitates continuous
deployment and rapid updates, maintaining alignment with evolving administrative requirements
and regulatory standards.

Realizing these approaches requires a strong collaboration between domain experts from the public
sector, software engineers, and involved user groups to realize well-accepted systems for the public
sector. Figure 4 presents an approach on how to combine AI and MDE methods for this purpose. A
developer or a domain-expert can informally define a set of requirements (1) in-context learning (IcL)
[34] such as RAG or Few-Shot leaning can be used to enable the LLM to produce valid models [35]
based on the user input. After a verification step, the model can be used as input for a generator (e.g.,
MontiGem [11]) that generates complete applications or parts of them. The generated application can



Figure 4: AI-based code generation: The developer can use AI to define models (1), that themselves are used to
generate an application. In addition, genAI can be used to extend or adapt generated code (2).

either be modified directly of be modified with an coding-assistant (2). The capabilities of generative AI
can be used to adapt the code that was produced by the generator further for customizing the software
to the requirements of the domain expert. This method can be used to transform process documentation
from the public sector into a running application [36].

5. Challenges of these approaches

The following challenges require an in-depth discussion and consideration when realizing web system
generation and evolution with genAI and MDE methods.

5.1. Bias

The deployment of AI assistants, particularly those based on pre-trained Large Language Models,
within public sector environments presents significant opportunities alongside notable challenges and
risks. One primary concern pertains to inherent biases embedded within pre-trained models. Such
biases, often reflective of the data used during the training phase, can result in problematic or skewed
recommendations when interacting with diverse user groups. Specifically, user-bias amplification
might lead to discriminatory practices or exacerbate existing inequalities by reinforcing biased decision-
making.

5.2. Available Training Data

Another critical challenge involves the necessity for knowledge to be available predominantly in textual
form. AI assistants rely heavily on structured and accessible textual resources, such as comprehensive
process wikis, form-filling guidelines, or other explicit documentation. The absence or inadequacy of
such resources limits the assistant’s effectiveness, highlighting the need for robust and well-maintained
textual repositories. Our approaches for exploring how to use LLMs for creating abstractions in models
for uncommon modeling languages, so areas where not enough training data existed initially, have
shown promising results [37]. These can be transferred to the public domain, where domain-specific
modeling languages incorporating the relevant concepts of governance languages can be used as the
basis for MDE toolchains, i.e., for describing tax law [18]. Moreover, AI-driven recommendations
inherently carry the risk of inaccuracies or inappropriate suggestions, especially when encountering
edge cases or ambiguous requests. Such errors can undermine trust, affect efficiency, or, in severe cases,
lead to incorrect administrative decisions.



5.3. Alternative Non-AI Solutions

Determining appropriate scenarios for deploying AI-supported solutions as opposed to purely algorith-
mic or Model-Driven Engineering approaches is critical. AI assistance is advantageous in situations
demanding flexibility, natural language processing, and adaptive decision-making capabilities. However,
not every scenario requires AI; structured, predictable, and clearly rule-based administrative tasks
often achieve better results through explicit, algorithm-based, or model-driven methodologies. Clearly
distinguishing when each method is most suitable ensures transparency, consistency and reduces
unnecessary complexity, risks, and resource waste when using computationally expensive AI methods.

5.4. Regulatory Constraints

Ensuring the inclusivity of AI-based support systems necessitates proactive measures. Inclusive design
practices, comprehensive user testing across diverse demographics, and continuous feedback mech-
anisms are crucial strategies. Additionally, adhering to regulatory frameworks like the EU AI Act
requires clarity about data management practices, especially beyond research contexts. Data utilized
for public administration purposes must comply strictly with transparency, accountability, and fairness
standards established by relevant regulations, ensuring ethical use and mitigating potential legal and
social implications. To sum up, the integration of MDE and AI techniques could improve the engineering
process of systems in the public sector, which would ultimately lead to citizens being guided through
public processes in a more user-oriented way.

6. Conclusion

Public sector processes often pose significant barriers for citizens due to complex forms, specialized
terminology, and a lack of user-friendly digital solutions. Motivated by this challenge, our research
aimed to investigate how generative AI and model-driven engineering can be combined to create
web-based systems that guide citizens through these processes in a more accessible and user-centric
way.

To achieve this, we presented an integrated approach that leverages the natural language capabilities
of Large LanguageModels for explanations, guidance, and form assistance, while utilizingMDE to ensure
consistency, maintainability, and rapid adaptability of systems to evolving administrative requirements.
Our methodology included designing modular architectures, developing AI-driven assistants, and
illustrating these concepts through real-world examples such as the MaCoCo system and the A12
platform. However, the principles and techniques discussed are not limited to these specific frameworks;
they are applicable to other model-driven development environments and modeling approaches as well,
offering broad potential for adoption in diverse contexts.

Nonetheless, several limitations remain. Challenges such as mitigating biases in AI models, ensuring
the availability and quality of domain-specific training data, identifying cases where AI solutions add
genuine value compared to purely rule-based systems, and complying with regulatory frameworks like
the EU AI Act are critical to address before widespread deployment. Moreover, our approach relies on
high-quality domain knowledge repositories, which may not exist for all public-sector processes.

Despite these challenges, our results indicate significant potential for AI- and MDE-based methods
to transform citizen interactions with public services. Future research should further explore robust
validation mechanisms for AI-generated content, user studies to assess the practical usability of such
systems across diverse populations, and methods for efficiently integrating evolving regulations into
AI-assisted solutions. With growing momentum in digitalization efforts, we believe the integration of
AI and MDE will play a key role in shaping the future of citizen-centered e-government services.

Declaration on Generative AI

During the preparation of this work, the authors used ChatGPT and Writeflull in order to spell check
and paraphrase. After using this tools, the authors reviewed and edited the content as needed.
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